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The goal of this project was to solve the multiview rigid point cloud
registration problem using multiview levenberg-marquardt ICP implemented
with Ceres solver.

1 ICP

The Iterative Closest Points algorithm (ICP) [1I, 2, [3] is a two-step iterative
algorithm to rigidly align two point clouds. The following two steps are
applied in alternation until convergence:

1. compute closest point correspondences {p; — ¢;}I¥ between the two
clouds

2. update the current transformation estimate g € SE(3) so that it
minimizes a cost function defined on these correspondences.

In the following, we concentrate on step 2, meaning the update of the trans-
formation estimate while leaving the correspondences fixed, and extend it to
the multiview setting.

2 Pairwise registration

Let p; <> ¢;(pi, ¢; € R?) be a set of point correspondences. The goal is to find
a rigid body motion g € SE(3) that minimizes the following error:

N
E(g) =>_1(ld(g(ps). a:)|I*) (1)
i=1
Where d is a CostFunction while [ is a LossFunction. The solution g =

argmin(E) is the relative transformation that aligns the model cloud (the
p;) to the data cloud (the ¢;) in a least squares sense.
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3 Multiview registration

In the multiview setting, the roles of model and data cloud are no longer
fixed, since one cloud can take on the roles of both of them. Let C1,...C)y
be the set of point clouds that are brought to be in alignment. To generalize
and formalize the notation of which cloud gets registered to which other
cloud, we can encode these relations as a directed graph, with the adjacency
matrix A € {0, 1}*M such that A(h, k) = 1 if cloud C}, can be registered
to cloud Cy. Let ¢q,...gn be the absolut camera poses of each view in the
global reference frame. The alignment error between two clouds C} and CY
then is:

Np
E(gn, gx) = A(h, k) 3_ UIld(gn(pi), 9(gi')|I?) (2)
i=1
where {p!' — ¢} are the N} closest point correspondences obtained from
the clouds C} and Cj. The pairwise formulation (1)) can be obtained by
setting ¢ = gr * g, *. The overall alignment error, which we want to minimize
at this stage, is obtained by summing up the contribution of every pair of
overlapping views:

E(g1, ... gu) = hg ]; A(h, k)i;l(||d(gh(p?),gk(Q§‘))ll2) (3)

The solutions g1, ...,gy = argmin(E) are the absolute camera poses that
align the M clouds in a least squares sense. In contrast to the pairwise
registration error (1), which has closed form solutions for the relative trans-
formation g that aligns the two clouds, there are no closed form solutions
in the multiview setting. However, rigid point cloud registration is just an
instance of Non-linear least squares optimization, which can be solved effi-
ciently using Ceres Solver [1]

3.1 Common ICP Cost Functions
3.1.1 Pairwise

The most prominent cost functions one minimizes using closed form solutions
in the pairwise setting are:

N
E(g) = R-pi+t—ql 4
) ; 172 @l point to point [1,(3

L 'http://ceres-solver.org/nnls_tutorial.html
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N

E(g) =>_II(R-pi+1t —q)"ng]? . (5
i—1 point to plane [2

where R € SO(3),t € R3 so g = (R,t) € SE(3). In these cases, the loss
function [ is just the identity, and the cost functions d are

dpoint—point(gap7 Q) =R p +1— q € RS (6)
dpomt—plane(gap7 q, nq) = (R “p +t- Q)an € Rl (7)

Even though there are closed form solutions in the pairwise setting for the
above cost functions [4], 5], one can also use Ceres to solve the pairwise error
yielding a relative pose update g. Note that the evaluations of the cost
functions, called the residuals, don’t have to be in R3.

3.1.2 Multiview

The multiview setting needs only a slight modification of above cost func-
tions. In the pairwise setting, d depends on the relative pose g. In the
multiview setting, d depends on the two absolute poses g, = (Rp,t,) and
Ik = (R, ty).

dpointfpoint(gha 9k, P, Q) = (Rh "p+ th) - (Rk q+ tk) (8)
dpointfplane(gha 9k, D, 4, nq) = Upoint—point (gha 9k, D, Q)T<Rk ’ nQ) (9)

With this slight modification of the cost functions, we can model
using Ceres and let it solve for ¢y, ..., gas. Notice that in the point-to plane
case, the normals of the points in the destination cloud are only rotated, not
translated, since they represent directions rather than actual points.

4 Parametrization of rigid body motions

In the above, we just wrote ¢ = (R,t) and especially assumed R to be a
3x3 rotation matrix R € SO(3), which must fulfil RRT = I and |R| = 1.
If used in an iterative optimization algorithm, one has to optimize over 9
parameters constrained to above orthogonality conditions, while only having
3 degrees of freedom. It is much more efficient to optimize over minimal
representations of rotations such as AngleAxis, Unit Quaternions or the Lie
Algebra representation.



4.1 Angle Axis

According to Euler’s rotation theorem, any rotation in 3D space can be
expressed as a single rotation around some axis by a certain angle. The
angle-axis (or axis-angle) representation of a rotation parametrizes a rotation
by a unit vector n € R? as the axis of the rotation and an angle ¢ describing
the magnitude of the rotation around the axisf]

Furthermore, the angle of rotation 6 can be absorbed into the norm of
the unit axis vector n, so that we only have 3 parameters for the 3 DoF":
w = n* 6. In the theory of three-dimensional rotation, Rodrigues’ rotation
formula, named after Olinde Rodrigues, is an efficient algorithm for rotating
a vector in space, given an axis and angle of rotationE]

Ceres AngleAxisRotatePoint function] uses Rodrigues rotation formula
to directly rotate a point. One first has to recover the angle and the unit
axis from the minimal representation, the vector w € R3, which represents
rotational velocity, by ¢ = ||w]||,n = 2.
DProt :pCOS¢+ (n X p) Sln¢+n(nTp)(1 — CO8 ¢) (10)

Another way is to first convert from the Angle-Axis formulation to a ro-
tation matrix R, and then rotate the point by matrix - vector multiplication.
This second form of the Rodrigues rotation formula can be derived from the
first one.

R =1 +sin¢[n], + (1 — cos ¢)[n]?

This is closely related to the Lie Algebra representation, where we also define
the [.], cross product matrix operator ((12]).

4.1.1 Cost function

With the parametrization of g as (w,t) and w,t € R3, we just replace all

occurrences of R -p (or q) in the cost functions @, , , @ with pros.
The translational component is still represented as a 3-dimensional vector.

4.1.2 Jacobian

We rely on Ceres AutoDiffCostFunction functionality to automatically com-
pute the necesarry derivatives of our Cost function parametrized by the angle
axis representation and a translation vector.

2 https://en.wikipedia.org/wiki/Axis%E2%80%93angle_representation

https://en.wikipedia.org/wiki/Rodrigues’27_rotation_formula
https://github.com/ceres-solver/ceres-solver/blob/master/include/
ceres/rotation.h#L566


https://en.wikipedia.org/wiki/Axis%E2%80%93angle_representation
https://en.wikipedia.org/wiki/Rodrigues%27_rotation_formula
https://github.com/ceres-solver/ceres-solver/blob/master/include/ceres/rotation.h#L566
https://github.com/ceres-solver/ceres-solver/blob/master/include/ceres/rotation.h#L566

4.2 Unit Quaternions

Yet another way to represent rotations are unit quaternions.

A quaternion ¢ is basically the extension of a complex number ¢ = a +
bi,i> = —1 from 2 to 4 dimensions: ¢ = w + xi + yj + 2k, i®> = j2 = k? =
17k = —1. Just as complex numbers can be used to represent rotations in
R? (remember Euler’s formula e'¥ = cos (¢) +1 sin () ), quaternions can be
used to represent rotations in R3.

Formally, a quaternion ¢ € H may be represented by a vector ¢ =
(G Qs Qys @7 = [qus @uz]” together with the definitions:

adjoint :  § = [qu, —quwz)”
norm: |lgl| = /a2 + @2 + ¢ + ¢

. -1 q
mverse : ¢ = m

A unit quaternion is a quaternion with unity norm, ||¢|| = 1 and can
be used to represent the orientation of a rigid body in 3D Euclidean space.
Specifically, a unit quaternion can be retrieved from the axis-angle repre-
sentation, with a rotation ¢ about the normalized rotation axis n, ||n|| = 1
via

q(¢,n) = [cos(0.5¢), nsin(0.5¢)]"

Moreover, there are closed form solutions for converting a unit quaternion
into a rotation matrix as well as the other way around which we will use
extensively. Since they don’t look as neat as the previous formula, we refer
to [6] for the details.

Even though Ceres comes with an implementation of unit quaternions in
the same file as AngleAxisRotatePoint, we instead used Eigen’s quaternions
Pl which allows for much nicer syntax due to operator overloading. It is
important to note that the storage order of the two differ: it is [z, y, z, w] for
eigen quaternions, but [w, z,y, z] for the ones built into ceres.

4.2.1 Local Parametrization

Unit Quaternions are not a minimal representation, they have 4 components.
Nevertheless, the 4th component, typically the scalar part w, can be recov-
ered from the other three because the whole 4-vector must have unit norm.

This is why Ceres gives you a 3-dimensional incremental update step ¢
that needs to be applied to the current 4-dimensional unit quaternion. This

5  http://eigen.tuxfamily.org/dox/classEigen_1_1Quaternion.html
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has to be done in a class extending Local Parametrization which must imple-
ment the Plus function. For Ceres in-built quaternions, this is implemented
in the QuaternionParameterization::Plus function. For our Eigen Quater-
nion, we copied the Plus function but adapted/permuted the indices to the
different storage order:

Plus(q, 6) = [sin(|6])/]0], cos([0])] * ¢

with * being the quaternion multiplication operator. Here we assume that the
last element of the quaternion vector is the real (cos theta) part ([x,y, z, w]
Eigen quaternion storage order).

Since we did not yet implement automatic differentiation of this local
parameterization (as for our Lie Algebra using the Sophus Library), one also
has to provide the correct Jacobian. For Eigen Quaternions storage order
they look as follows:

wo oz -y
B dq |l ow oz
95 |y —1r ow

- -y —z

J (11)

4.2.2 Cost function

With the parametrization of g as (¢,t) and ¢ € R* ¢t € R?, we just replace all
occurrences of R -p (or q) in the cost functions @, @, , @D with either
a direct quaternion rotation (Eigen storage order p = [x,y, z, w]):

[Prot, 0" = ¢+ [p,0] - ¢
or by first converting the quaternion to a Rotation matrix R as in [6]. The
translational component is still represented as a 3-dimensional vector.

4.2.3 Jacobian

In Ceres, it is possible to mix the analytic derivatives for our Local Parametriza-
tion as stated above with automatic derivatives for the complete cost func-
tion. This drastically lowered the complexity, while still providing decent
efficiency, since we were able to use only well tested analytic Jacobians for
the Local Parametrization, but did not have to compute analytic Jacobians
for the complete cost function.
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4.3 Lie Algebra of Twists

Each rigid body transformation matrix T in the Lie group T" € SE}(?)) has a
minimal representation as a twist £ in its associated Lie algebra £ € se(3).
Each twist is uniquely defined by its twist coordinates ¢ € RS:

T — (uTwT)T

5 = (617 te 756)T == (Ul,’LLQ,Ug,Wl,(JJQ,(JJg)

where u represents the translational velocity and w the rotational velocity.
Let us first define the operator [.],, which is an isomorphism between R3

and the space so(3) of all 3x3 skew symmetric matrices ([w], = —[w]T).
0 —W3 0%
[Jo :R* = s0(3) CR¥™3 [w], = | w3 0  —w (12)
—W9 0] 0

It allows to express the cross product p x ¢ with p, ¢ € R? as a matrix-vector
multiplication: p X ¢ = [p|, * g. Furthermore, it allows to convert from twist
coordinates to a twist using the hat operator:

A
u

A:R6—>se(3) C]R4X4;é:§/\: "

_ {[oa]x 16

The mapping from the twist in the Lie algebra to the transformation matrix
in the Lie group is done by matrix exponentiation:

exp : se(3) — SE(3)
exp(§) = exp ({[agw 16 ) _ {@[S}z Vlu

We can convert the vector w € R3, which represents rotational velocity, into
an axis angle representation by ¢ = ||lw||,n = &, to obtain a closed form

HE

solution for the Taylor series expansion el®ls = 0 % using Rodrigues’
rotation formula:

elWle = elle® — T 4 sing[n], + (1 — cosp)[n)?

and similarly for V'

1 — coso ¢ — sing
¢ ¢

To get from twist coordinates ¢ € RS to a transformation matrix 7' €
SE(3) C R*™* one first has to apply the hat operator A and then the expo-
nential map exp. The other direction is possible as well, by first applying the

V=I+ [n], + [n)?
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inverse of the exponential map, called the logarithmic map log, and then the
inverse of the hat operator, called the vee operator V. For our application
however, we only need the forward direction, which is why just summarize
the different operators here:

ha ~ ex
SGRG%feseB)%TESE(?))

Every Lie group, such as SO(3) and SE(3), is a group that is also a smooth
manifold, with the property that the group operations of multiplication and
inversion are smooth maps. They can locally be approximated by their cor-
responding Lie algebras so(3) and se(3), which form the tangent space of the
group at the identity. This allows one to do calculus on the elements of the
Lie algebra, such as calculating derivatives, which we will need for numerical
minimization.

4.3.1 Cost function

With the parametrization of g by its twist coordinates ¢ € R we have a
truly minimal representation of both rotation and translation in just one 6
dimensional vector.

In the Lie algebra, a point p € R? is transformed (rotated and translated)
to the point y by a twist via [7][p.32] :

—W3P2  +waps +uy

wsP1 —w1ip3 Fuq
—WoP1  FwWipPo +us 4 b

0

4.3.2 Jacobian

The Jacobian of the twist € is calculated by partial derivates of y = [y1, Y2, ys]”
and the twist coordinates & = (uy, uy, us, wy, ws, w3)? [§ :

Oy Oy

y e T Bk 100 0 p3 —po
J:a—gz : =101 0 —ps 0 p (14)
9y3 9y3 0 01 — 0

agf 82’2 P2 P1
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